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What is Network Computing?

Processing Engine
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request arrivals from the network,
short executions and departures
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Redirecting Traffic to Cisco AON Module

Network Traffic
>
>
Transparent Cisco AON
Redirection (Message-Level Services)

Data Center:
Cisco Catalyst
6500 Series Series
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Let the network speak the language of applications! —

Vertical processing — A change in networking paradigm
WEB MFG FIN

=1

Applications

Intelligent
Information
Network

Packet
Networking

Courtesy:
http://www.cisco.com/en/US/products/ps6438/products_white _paper0900aecd8033e9a4.shtml
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A Multimeia Active Router in the Network

e

e A large number of clients, Heterogeneity in clients’ inbound network
bandwidth, CPU/MEM capacity or display resolution

e A video server has to keep different versions of the video and send the
appropriate one for the client

e Gives rise to overloading of the video server, reliability and bandwidth
problem of the network

e Why not send the same video to all clients, but convert it in the router or base
station nearest to the client? == Multimedia Transcoding

Courtesy “A Cluster-based Active Router Architecture”, G. Welling, et al. IEEE Micro, January/February 2001.
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Computer
Games




Internet traffic trends and Deep Packet
Inspection at multi-gigabit data rates
i —

Exa Bytes (EB)
per month

DPI: Four major

functions
* Protocol analysis and
application recognition.
« Anti-malware and
anti-virus.
* Intrusion Detection
and Prevention
2011 2012 2013 2014 (I DS/I PS) .
i  URL filtering
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Services Increase Processing Load
By Increasing Packet Touch 20004

[nstructions
Per Packet

Complexity
a-'*h.

".:"i..""'t
e
Eﬂ'{\ A Virus Scanning
[ntrusion Detection
VPN
Firess all
Load Balancang

Network Monitoring
Protocol Conversion
Qos
Routing
Switching
e e ———————————————————
100 Instructions Per Packet Processing Requirement

intal.
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Network Computing

*How to increase throughput? — Packet Level
Parallelism (PLP) => Employ multicore processors

*Adaptive Scheduling and Load Balancing techniques
*Maintain connection locality and cache locality

*Messages may have real-time constraints — Latency in
addition to throughput

*How about QoS — Jitter and Out-of-Order departure of
packets? More processors => more out-of-order packets

Similar to parallel processing but different constraints
for packet processing on multicore processors
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Scheduling on Multicore Machine

ncoming Ecoming ncoming ncoming
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Transcoding
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AlMm: (1) Locality: Assign same stream to cores sharing the
same LL cache — This will increase throughput, reduce latency,
jitter and out-of-order departures.

(2) Load Balancing: Preserve load balance to increase throughput
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Execution Time and QoS Results
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Multicore Scheduling of Network
Applications

Throughput-centric (TPDS 2006, ANCS 2009, 2010,
INFOCOM 2011, TON 2012)

Connection locality [Affinity]

Packet Level Load balance [AHRW]
Cache topology [CA-AHRW]
Hierarchical multicore [H-CAHRW]

QoS-centric (TPDS 2006, INFOCOM 2011)

Power/Energy-Aware (DAC 2010, INFOCOM 2010, ANCS
2011, DAC 2012, ANCS 2014)
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Energy Proportionality

“The Case for Energy-Proportional Computing,” Luiz André
Barroso and Urs Hoélzle, IEEE Computer, Dec. 2007

Server systems utilized between 10% and 50%

Energy use should be proportional to system activity ==>
Ideally, Pidle = O

This may be an unreachable ideal, in most cases
Implies a wider dynamic power range for current systems —
these generally have Pidle >=> 0

——— I/

Utilization

Power
Power

Proportional, Pjye >> 0O )
Proportional, Pjye = 0
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Techniques for Power Saving

« Power consumption consists of Static and Dynamic

Power, controlled by voltage and frequency
respectively

« DVFS: Dynamic Voltage and Frequency Scaling
== Also DVS, DFS and Rate Adaptation In
networking terminology

« Clock Gating: Disable the clock for different
processors == Core gating in multicore processors
== Mostly saves dynamic power

« Power Gating: Disconnect power supply so that
both static and dynamic power is eliminated.
However, it takes longer time to wake up.
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Traffic-Aware Power Optimization

Network traffic variation -> computing power fluctuation
Can we apply Rate Reduction (DVFS) to reduce power
consumption at night?
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Assign different frequencies to
different cores

Throughput depends on cumulative frequency (total rate) of
multiple cores. Always provide the minimal cumulative core
frequency that satisfies the traffic demand

For a given cumulative core frequency, the per-core frequency
combination with the least standard deviation consumes the least
power

Results .
for 2- ]
core i.]
CPU i}

10

DAC 2012
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Power Management Module

Power is reduced by changing the system operating level according to varying
traffic rate. Developed a runtime for automatic control.

Step 1: Building relationship between traffic, power and core frequencies

Step 2: Develop a runtime - Reduce dynamic power by varying frequencies —
per core DVFS

Step 3: Reduce static power by limiting core temperature through migration

input: varying power managing module output: minimal
network traffic power consumption

traffic | step 1[cumulative | step 2[ system |step 3[ per-core
armval *  Ccore = operating = frequency
rate frequency level configuration

static power
optimization
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Experimental Results

Power savings percentage Power performance compared
compared to a traffic-unaware  to three other trattic-aware
native system schemes

[k 0 PG B C-DAVFS OC-Hybrid OOur scheme wio migration l Cur scheme

:

=—#+=CRC ——-TL

1 [iira loww) I & i) I & jmedum) ' 12 {highi) ' 1 jedra high) 0+
lemmrmﬂgm CRC TL Foute ORR UIRL MDS
Natwork Appllcations

Implemented on AMD two quad-core

Opteron 2350 processors. DAC 2012
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Optimizing Throughput and Latency
under Given Power Budget

Level O

I s1 ! s2 | s3 1 g4 |

Network
1 1 Level 2 T1
AppllC&thn ®4 [ D FT3=maxite .7

T2=max{tb .tc ,td}

(@) (b)
A parallel-pipeline scheduling from DAG.

Given the parallel-pipeline scheduling and power budget, how to
optimize the per-core frequency to maximize the throughput and
minimize the latency.

1 1 i
Maximize Th = T = T ard ?_ = Min{ ({? h
C’ ' C’
Minimize L = Ty +To+ ... +Ts = (=2 + =24+ ...+ —=)
f1 f2 Is

Infocom 2010

E
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Our Algorithm

_ Original DAG
1A | L ¢ | | G | (a)
]
| D |
tb<tc<ta ti<te
Step 1 1. Reduce frequencies for
B,C and F to match td
E
A ]—[c | G | (b)
[
| D |
tb=tc=td tr=te
tep 2 )
i = j 2. Reduce frequencies for
[ E_ Tl A, E and F to match T2
TN [ s — o —c—|R
CF T
I D |
Ti=6 T2=6 Ta=6 Ta=6
Step 3
T E ] 3. Further reduce
(N G| frequencies to meet
o [ F | power budget

T1=6 T2=6+AT T3=6 T4=6
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Throughput and latency performance
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Implemented on AMD two Quad-Core Opteron 2350 processors.
Power budget is set to be 75% of the initial power consumption

Compared to the lowest performing technique -
Throughput: Avg:64.6%, Max:100.6% (IPv4-trie)
Latency: Avg:25.2%, Max:33.2% (Flow)

Infocom 2010
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Architecture support for power

management-ldle power

By disabling different components, CPU can enter different
sleep states (C-states) during idle.

Different C-states have different transition latency, and
different EBT (energy break-even time).

To avoid inefficient usage of deep C-state, the time that the
CPU will be idle should be known in advance, so that
the proper C-state can be selected for the CPU.

Intel Table. I.  CPU CORE C-STATES.
d State Trans. time EBT Power
Q uad- Co N/A N/A Application dependent (5~7TW)
CO re Ivy Cl s I ps 3.8W

] C3 59 ps 156 ps 1.95W
Bndge C6 80 ps 300 ps OW




UNIVERSITY OF CALIFORNIA, RIVERSIDE

Packet Processing on CPU

Work in
queue

Queue Processing T TT T T T T T T T Time

Unit Packet arrivals

Random packet arrivals e ——

and execution times =>
random ON/OFF periods /\/\ﬁ]_z\.é
,‘//7‘3/

Significant idle power consumption during OFF period

Temperature =

Time

Temperature increases during ON period and decreases during OFF period

Depending on the packet processing time, the OFF periods are often short and
frequent. (prevent deep C-states)
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Proposed Vacation Scheme

Two states: Working and Vacation.

In working state, the CPU core will fetch packets
from the queue and process them.

During the vacation, all incoming packets are
buffered, and their processing are deferred to
the next working period.

The core will transit from working to vacation state
as long as there is no packet left in the queue,
stay there for a period of time, and transit back
to the working state.

ANCS 2014
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Packet processing with Vacation

The idle period is consolidated into longer vacation period, which
allows the CPU core enter deep C-state depending on the vacation
period. Longer vacation means more power saving but increase in
packet latency

Work in
queue

(T T

Working Vacation Working Vacation Working
| J J | |
| | 1 |

ESiEBAS

Packet arrivals

|

Work in
queue

NN
1Tttt t 1t mm

Packet arrivals




UMNIVERSITY OF CALIFORNIA

UNIVERSITY OF CALIFORNIA, RIVERSIDE U G R IVE RS I D E

Power Consumption and
Temperature Fall during Vacation

Working Vacation Working Vacation Working
| J | A A
[ I | | | |
" :; -"_,l--- :- ‘l‘-
(a) +.|. t*: . * o".- . ‘.-
temperature | :_ .," :, ~ Power
Time
==l =3 =6
: 100% P
Vacation o0
E 80% /
= 70%
= 60%
() C1 3 s0%
20 40% ©)
o G w—
= 10%
c3 0% — — Y_ * 4h=-—l—
0 100 200 300 400 500 600 700 800
t"ﬁ{‘(us)
C-state transition during vacation period Processor states if/when it enters c6 state

corresponding to figure (a)
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Results with Synthetic Workload

Apply Gated M/G/1 Queuing theory to derive equation
for Vacation Period based on tolerable per packet
latency or temperature constraint

~=p=0.1 ~W=p=02 —A=p=03 —<p=04 —p=05 ~—p=0.1 —W=p=0.2 “—h=p=0.3 =ép=04 =H=p=05
“O=p=0.6 ~—F=p=0.7 ——p=038 p=0.9 ~0-p=0.6 —+=p=0.7 ——p=0.8 p=0.9
400

74 5
350 Va /!/ 72 |

300 s _ 70 —
2 250 (I
w7 77 A z 60
o~

= 64
= = 60
100 - £ 53
50 ¢ = 56
0 . 54 \
0 100 200 300 400 500 600 700 800 52 ' ' ' ' ' ' ' '
teac (US) 0 100 200 300 400 500 600 700 800

t‘\'ac (ﬂ s)

ANCS 2014
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Per-core Vacation Results

Experiments using Intel i7 quad-core processor.
Power consumption and latency compared to default
Linux system and theoretical Oracle system

=0=VAC (300ps) VAC (900ps)  =@=Oracle =o=Linux ~8-VAC (300ps) VAC (900ps) —&=Oracle —4-Linux
! 1000
[
- 8O0
s g
= £
£ Z 600
5 £
Z 3 E=
= -*]
= £ 400
2 2
A
1 & 200
0
0 0.2 0.4 0.6 0.8 1 0
traffic load (p) 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

traffic load (p)

Power consumption Response time
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Multicore Vacation Scheme

With different configurations (vacation time and
# of cores), we trade the power consumption
saving with the additional response time.

Processing Engine

Idea is to switch on the
OFF processors to
vacation and then to
active as the traffic
increases. Develop
analysis for the
situation and verify
experimentally
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Multicore Vacation Scheme

One more dimension - the number of cores

Power consumption
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)
~15 % 15
g ‘ :
=10 g 40
@Y
: " R
s el ’
3 &
- ®
0 2 e 0 (4
100 200 300 400 so0 1 0@“ 100 200 300 400 s00 2 %,&d&‘
[\
tiac (Hsec) ¥ . tvac (psec) %
Response time
p=0.1 p=04
3 3
800
500 bz
3 Sl
2 400 7 600
=
= 300 !
g < 400
g 200 E
g 10 U o, B0
& s c.°12 &
0 LS 0
-
100 200 300 400 500 4+ o 100 200 300 400 soo0 4«

tVilC ("lsec) lvac ("sec) %



UNIVERSITY OF CALIFORMIA, RIVERSIDE U G R iVERIFSHIIﬁE
Results under real world traces

24-hour traffic trace from CAIDA with real world packet

processing applications.
—VAC

EP

Linux

IPv4 Routing

0 4 3 12 16 20 24
Time of the day (hr)
25
IPSEC = 20
- lg
= 1
S 5
S 0
e
0 4 8 12 16 20 24

Time of the day (hr)
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FUTURE RESEARCH:
MASSIVE DATA GROWTH IN MOBILE VIDEO

North America

10°
ﬂ Internet Video
= 10
u ]
— i mﬁﬂ
E m"-é P2p wireles®
= 4] Wireless Voice
104 —_—
10°
2010 2015 2020
Year

Data from: RHK, McKinsey-JPMorgan, ATRT, MINTS, Arbor, ALU, and

Bell Labs Analysis: Linear regression on log{traffic growth rate)
versus log(time) with Bayesian learning to compute uncertainty

18 per Monih 108% CAGR 2009-2014

3,600,000
B Motile VolP
B Modile Gaming
B Mobile P2ZP
B Mobile Web/Data
B Mobile Video
-~ I
2010

a1 212 2013 2014

Sourca Cisco VNI Mobde, 2010
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Power Saving in Mobile Phones

EXAMPLE: The big.LITTLE ARM Architecture used in Android
Phones. Use A7 for Light Loads and A15 for Heavy Loads.
Significant difference in power consumption between Cortex-Al5
and Cortex-A7 comes due to architectural differences

- r Performance and Energy-Efficiency @
GIC-400 | A
t. s t ! Typical t_lig.LITTLE DV_FS Single-Core Curves

1 -I-nl:errupts t -

Memory Controller System Port - LITTLE — t i

Fig 1: Typical big.LITTLE system Pertormance

Synopsys Proprietary. All Rights Reserved. m

Interesting Aspects: Scheduling for low power and temperature on
heterogeneous cores for mobile applications
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SoC Power Consumption for
Different Mobile Applications

@ Platform @ Mem @ Core
oDC mECAM mVvD

wh ol &

Skyvpe Video RecordFacebook MP Game

[ 5]

Power (W)
- N

=]

IP Abbr.|Expansion IP Abbr.|Expansion
VD Video Decoder AD Audio Decoder
DC Display Controller||VE Video Encoder
MMC  |Flash Controller ||MIC Microphone
AE Audio Encoder CAM Camera

IMG Imaging(DSP) SND Sound

Nachippan etal.
HPCA 2015
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Use of Approximate Computing

EX: Video Processing => H.264 video’s hierarchical

structure & Potential approximations by dropping frames,
slices or macroblocks

video sequence

GOPO GOP1 U GOPn
ar of pictures

frAme \ slice
slicel MBO f MB1 ] - MBn
slice1
slice2 macro-block
STcen 16x16 pixels
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CONCLUSION

Network Computing deals with processing packets that arrive
randomly over the network.

« Multiprocessing is needed to meet throughput and execution
time demands

» Reducing Power Consumption is very important to network
application processing — schedule packets accordingly

» Applied DVFS, clock gating, power gating and migration to
deal with variation in the network traffic and save power.

« Developed a vacation scheme to put the processors to deep
sleep while satisfying the latency and temperature constraints

« Future research is to develop these schemes for multicore
mobile phones
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Thank you!



